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Using recurrent neural networks trained by the Kalman filter to produce geomag-
netic secular variation forecasts for the IGRF-14
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This study presents a machine-learning-based approach for predicting geomagnetic secular variation. The International Ge-
omagnetic Reference Field (IGRF) is a standardized model that provides a comprehensive description of the Earth’s magnetic
field, updated every five years. The IGRF model includes a five-year linear prediction of the secular variation. Traditional
forecasting methods heavily rely on complex geodynamo simulations, which are computationally expensive and may result
in large forecasting errors when sudden changes occur.

In our research, we adopted an EKF-RNN model, where a Recurrent Neural Network (RNN) is trained using the extended
Kalman filter (EKF) to predict the five-year changes in the geomagnetic main field. Among machine learning methods,
RNNSs (Elman, 1990) offer a data-driven approach to modeling temporal sequences with lower computational cost, making
them suitable for predicting time-dependent phenomena such as geomagnetic variations. The EKF is an efficient data as-
similation algorithm widely used in the geosciences. The EKF algorithm dynamically updates the RNN weights using the
error covariance of the training data, improving the learning process and mitigating overfitting, a common issue with standard
Backpropagation methods.

To verify the prediction accuracy of the EKF-RNN model, we conducted a five-year hindcast experiment for the training
period from 2004.50 to 2014.25, using the datasets derived from the MCM model (Ropp et al., 2023). The MCM model is
based on geomagnetic field snapshots obtained from hourly means collected at geomagnetic observatories worldwide, and
CHAMP and Swarm-A Low-Earth-Orbit satellite data (Ropp et al., 2020).

The results showed that the short-term predictions of the EKF-RNN model had reduced errors compared to traditional
simulation-based methods. This suggests that the EKF-RNN could serve as a superior alternative for predicting geomagnetic
secular variation, potentially contributing to the accuracy and reliability of the 14th-generation IGRF.
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