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The Sporadic E layer (hereinafter referred to as the Es layer) is a localized ionospheric layer that typically appears at an
altitude of approximately 100 km, primarily during the early morning or daytime to evening in the summer. When the Es layer
is significantly active, it can reflect VHF-band television and FM radio waves, causing them to unexpectedly reach distant
locations. The objective of this research is to predict the occurrence of the Es layer to avoid such radio wave interference.

To observe the Es layer, the echoes of pulse waves emitted with sweeping frequencies are recorded. A graph that plots
these echoes by frequency and apparent height is called an ionogram. However, due to the substantial noise contained in
ionograms, simple algorithms for automatic detection have not provided sufficient accuracy, and parameter readings have
long been conducted manually. Therefore, this study attempts to predict the occurrence of the Es layer by using a machine
learning model that performs image analysis.

In this study, a model was used to predict ionogram images by following the sequence of steps described below. Instead of
predicting images, the model predicts one-dimensional vectors, so the images are first converted into vectors. The vectors of
the past hour (4 data points) are used as inputs to the model to predict the next vector, thereby obtaining the vector 15 minutes
ahead. Finally, by reconverting the vector into an image, the image 15 minutes ahead is obtained. Here, it is necessary for the
conversion between images and vectors to be reversible. The prediction model for continuous time series vectors utilized a
Transformer, commonly used in natural language processing. The Transformer, with its self-attention mechanism, is a model
that can prominently learn the impact of input vectors on the vectors to be predicted, and it has been shown to be useful
not only in natural language processing but also in image processing and time series prediction. First, the two-dimensional
vector of the image was smoothed into a one-dimensional vector. Learning was then conducted by inputting four of these
vectors into the Transformer. A dataset of 512 sets of time series data was used, with 80% allocated for training data and the
remaining for test data. The results of the trained model showed that the mean SSIM (Structural Similarity Index) between
the output image and the correct image was 0.804, indicating that the generated images had a fairly high accuracy based on
objective evaluation.

In this study, a model was developed to predict the occurrence of the Es layer using time series image data. While high-
accuracy predictions were achieved for data with strong temporal continuity, it was found that predicting the sudden occur-
rence of the Es layer was difficult. Future considerations for predicting the occurrence of the Es layer include incorporating
not only image information but also the probability of Es layer occurrence as input variables, or changing the output to a
binary prediction of occurrence or non-occurrence, or to the probability of occurrence. Furthermore, this model could be
developed into one that predicts changes in the F layer in ionograms.
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