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Relativistic magnetohydrodynamic (RMHD) simulation has been widely used to understand high-energy astrophysical
phenomena. Modern RMHD codes adopt the finite volume method, which requires conserved variables (momentum, total
energy, etc.) and primitive variables (velocity, pressure, etc.). However, the RMHD equations require the numerical solution
of nonlinear equations to obtain the primitive variables from the conserved variables. The algorithm used for solving the non-
linear equation is one of the factors that determine numerical stability. The Newton-Raphson method is commonly adopted
for solving nonlinear equations, but the problem of how to give an initial guess remains. In simulations that follow the time
evolution, the value of the previous time step is often chosen as the initial guess. However, this is shown to be numerically
unstable in simulating high-energy astrophysical phenomena. A method proposed by Mignone and Mckinney [2007], which
uses a solution of the quadratic equation for the enthalpy, has been widely used in such simulations.

This study proposes a method in which a machine learning model gives the initial guess in the primitive variable conver-
sion. We created a large training data set by algebraically obtaining conserved variables from randomly generated primitive
variables. Then, we inverted them to train a neural network (NN) that predicts the primitive variables using the conserved
variables as input. The parameters of the trained NNs were incorporated into the special relativistic MHD code (Matsumoto
and Masada, 2019), and results were compared using different methods for the initial guess. As a result, we obtained the
same results as the previous method in benchmark tests of the 1D shock tube problem and the 2D Rotor problem. As an
application to practical problems, we also applied the method to a relativistic jet propagation from a massive star. We found
that the new method resulted in fewer iterations.

Issues in implementing NNs in numerical codes include prediction accuracy for input parameters outside the parameter
range of the training data and the trade-off between computational cost and prediction accuracy. Therefore, we also devel-
oped a symbolic regression (SR) model as an alternative machine learning model to NNs, which learns nonlinear functions
represented by a NN as mathematical expressions. In this study, we used the above training data and the PySR library (Cran-
mer, 2023) to estimate an equation that expresses the primitive variable conversion. This talk reports the NN’s performance
and the SR model’s development status.
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