R011-P09
RZXZ2—1 1124 PM1/PM2 (13:15-18:15)

FEFEEZRAVEHERS T —2ICK A REEoEEES
#EAC eV, A ST 2
U FUNASY: FER T H SR B RS > 2 —, C LT K

Automatic Detection of Field Line Resonances in Geomagnetic Data Using Deep
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As a step toward introducing deep learning to solar-terrestrial physics, we attempted to construct a classification model that
learns from geomagnetic data to determine the presence or absence of field line resonances. It is well known that the field
line resonance frequency can be accurately detected by comparing geomagnetic data from two stations at different latitudes.
This frequency can be used to estimate plasma mass density in the magnetosphere.

Since the early 2010s, we have been measuring three-component geomagnetic data every second at four mid-latitude
geomagnetic stations in New Zealand: Middlemarch (MDM), Eyrewell (EYR), Te Wharau (TEW), and Waitarere (WAI).
This extensive dataset provides numerous opportunities to enhance research, but also presents challenges due to its large size.
Therefore, the ability to automatically analyze large amounts of geomagnetic data would be highly valuable.

To create a training dataset, we used about one year’s worth of geomagnetic data, classifying days based on whether field
line resonances were clearly visible, somewhat visible, or not visible. A convolutional neural network (CNN) was trained
on this dataset, resulting in a model capable of automatically detecting magnetic field line resonances. Additionally, we
improved the existing algorithm for detecting field line resonance frequencies by incorporating parameters calculated during
the process in which our model evaluates the geomagnetic data.

In this presentation, we will introduce our results and discuss future challenges and prospects.
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