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A Japanese research data repository: GRANTS Data’s Challenge

#kenichi sumimoto®)
(1Japan Science and Technology Agency

Currently, open data and open access are being promoted both domestically and internationally. In Japan, two important
policies were decided, respectively: “Basic Approach to the Management and Utilization of Publicly Funded Research Data
(April 27,2021)” and “National Policy on Promoting Open Access to Publicly Funded Scholarly Publications and Scientific
Data (February 16,2024)” by the Integrated Innovation Strategy Promotion Council. Various organizations are working to
build and improve systems to implement the policies now.

In this presentation, I will introduce the features and usage of GRANTS Data, a research data repository currently being
developed by JST for those who wish to disclosure research data funded by public funds but do not have an appropriate
Institutional Repository to store and publish their data.

I understand that there has been a long history of data sharing and disclosure in the field of geoscience, and I aim to towards
more concreate discussions.
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Metadata conversion and registration in institutional repositories to improve the
visibility and findability of research data

#Atsuki Shinbori’), Masahito NOSE?), Yoshizumi MIYOSHI®), Tomoaki HORI?, Tsukasa Ohira®, Sachie Tanaka®,
Chizuko Naoe®, Shiho Kanada®, Rui Gakiya5), Maiko Okamoto®), Takeshi SagaraG), Yoshimasa TANAKAT, Shuji
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Osawall), Kaoru Hirano!?)

(Unstitute for Space-Earth Environmental Research, Nagoya University, (?Nagoya City University, (*Nagoya University,
(Institute for Space-Earth Environmental Research, Nagoya University, (°Nagoya University Library, (®Info Proto Co.,
Ltd., ("National Institute of Polar Research, (8Kyushu University, (9 Astronomical Observatory, Graduate School of Science,
Kyoto University, (X°Kyoto University, ("' Kyushu University Library

Recently, government policy makers and research funding agencies requested that research institutions and researchers
should carry out proper data management for research data produced with support from public funding and also develop a
metadata database for data retrieval and future reuse. In fact, principal investigators are required to prepare a research data
management plan for Grants-in-Aid for Scientific Research proposals newly funded after FY2024, and to submit information
on the data release and metadata (data describing the data itself and their contents) when they report the results in the final
year. In this study, we develop a mapping table for converting specific metadata managed in each research field into general
metadata and then register the converted metadata in institutional repositories and the research data infrastructure system
(NII Research Data Cloud). We also aim to extend these procedures to other research institutions and other research fields.
This action enables not only researchers but also data users in the education field and industry to find research data that have
originally been used only by researchers in some limited research fields, thereby promoting use of different field data as well
as data-driven research. In this study, we have converted the SPASE (Space Physics Archive Search and Extract) metadata
of ground-based observation data of solar-terrestrial physics managed by the Inter-university Upper atmosphere Global
Observation NETwork (IUGONET), to the JPCOAR (Japan Consortium for Open Access Repository) metadata, which can
be registered in institutional repositories. For the metadata conversion, we first developed a mapping table from the SPASE
to the JPCOAR schema. Next, we developed a conversion tool based on the mapping table. Using the table and tool, we
have successfully registered 284 and 180 metadata in the field of space earth science to institutional repositories of Nagoya
University and Kyushu University, respectively. These metadata were then harvested by the institutional repository database,
data catalog cross search system, and Google Dataset Search. Consequently, these data became easier to find research data
through various data search systems. Because both the SPASE and JPCOAR data models were recently updated to 2.7.0
and 2.0, respectively, we can deal with a wider range of data types from ground and satellite observation data to model
and simulation data. Further, aiming to extend to multidisciplinary fields, we investigated the metadata of chemistry data
in Nagoya University (for example, electron microscope data in the structural biochemistry field) and created a metadata
conversion table. In the future, we plan to develop a conversion tool of JPCOAR metadata based on the created conversion
table and attempt to register it in the repository. In this presentation, we will describe our efforts in detail and mention the
future direction of the project.
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Efforts to promote the sharing and circulation of research data in Kyushu Univer-
sity

#Shuji Abe!), Takuya Ashikita®), Yuko Hori?), Akimasa YOSHIKAWA!+3)
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The International Research Center for Space and Planetary Environmental Science (i-SPES) at Kyushu University operates
MAGDAS, the worldwide network of ground-based magnetometers. We have approximately 40 years of geomagnetic ob-
servation data, including data from former projects. MAGDAS geomagnetic field observation is based on the cooperation of
many people both in Japan and overseas. We would like to give back to them by evaluating the research results. It is essential
to accurately track data usage. Research data is often only available on highly specialized websites. For research commu-
nities outside the field and the public, the data is not easy to find. To improve the traceability of data usage and promote
interdisciplinary research and citizen science, it is necessary to improve the findability of data. Therefore, we attempted to
convert metadata described in a specialized metadata schema into another metadata schema which conforms to a widely used
general-purpose, register the converted metadata in an academic institution repository, and assign a DOI. We have created
metadata using SPASE schema for our geomagnetic observation and registered them with IUGONET metadata database. We
converted these metadata into the other one using JPCOAR schema, common standards for institutional repositories in Japan,
and registered them with Kyushu University’s institutional repository (QIR). This conversion work was carried out as part
of a joint research project with Nagoya University. QIR uses a system that differs from JAIRO Cloud, which is used by
many institutional repositories in Japan, including Nagoya University Library. We demonstrated that metadata conversion
and registration can also be performed in institutional repositories that use different systems. In this conversion process,
we utilized tools such as GakuNin RDM and ChatGPT to achieve fast and smooth implementation. The adoption of data
DOIs is expected to promote understanding of data usage and serve as an external indicator for evaluating data providers.
In addition, research data DOIs are often linked to multiple related DOIs. Understanding these relationships is important
for systematically managing data and efficiently searching for and accessing related information. The JPCOAR schema has
attributes which express these relationships. We consider ways to effectively utilize these attributes and plan to verify them
using actual data. In this paper, we will introduce the progress of our activities and plans.
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A study on the effects of noise in the imaging process for the SuperDARN
Hokkaido East radar

#Shota Hayamizul) , Nozomu Nishitani®), Yoshiyuki Hamaguchil), Tomoaki Hori'), Atsuki Shinboril)

(1Nagoya University

SuperDARN is an HF radar network operated mainly for ionospheric F-region observations. It observes Doppler velocities
of ionospheric plasma in high and mid-latitude regions of both hemispheres. Convection maps for a vast area of the
ionosphere can be obtained by combining data from multiple radars.

We have been attempting to modernize the Hokkaido-East radar system, operated by Nagoya University, to enhance
observation capabilities and update outdated software and hardware with new ones. We conducted a test operation from 30
June to 3 July in 2020. Two USRP-N210s were used to receive the returned signal at four channels as digital radio equipment,
and the received signal was imaged. We implemented filtering because significant noise was observed at a specific time. In
this phase, the echo power in the imaging data plot after filtering is stronger than that before filtering.

In this study, we investigate why the noise weakens the signal strength. We simulate the addition of sine wave noise of
various frequencies and reveal the dependence of the signal strength on the frequency of the noise. We found that noise
with frequencies close to integer multiples of 3.333 kHz did not affect the signal strength, because of the signal sampling
frequency of the imaging receiver (3.333 kHz). On the contrary, as the frequency deviated from the integer multiples of
3.333 kHz, it began to affect the signal strength and sometimes resulted in a weaker signal.

We also compared the data in each phase of data processing, both with and without the addition of noise, to confirm which
processes affect the signal strength changes.

In this presentation, we report on the effect of noise on signal strength and discuss the potential application of the study to
enhance the observation performance.
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Weibull-Gaussian Process Regression Modeling of Orbital Lifetime for 1U Cube-
Sats Released from the ISS with Solar Cycle Effects

#Akiko Fujimoto®, Soushi FUKUDA"), Mayuri Emoto!), Muhammad Suriansyah':?), kengo Shundo®)

(IKyushu Institute of Technology, (?Diponegoro University

The orbital lifetime of 1U CubeSats deployed from the International Space Station (ISS) is strongly influenced by short-
term disturbances such as geomagnetic storms and long-term variations associated with the solar cycle. In this study, we
explicitly define orbital lifetime as the elapsed time from ISS deployment until atmospheric re-entry (= 150 km altitude),
and formulate it as an orbital lifetime function. We then design a predictive model to estimate this orbital lifetime function—
that is, the relationship between orbital altitude and elapsed time—based on solar activity conditions. The model is developed
using 23 cases of 1U CubeSats launched between 2012 and 2024.

We adopted the Weibull cumulative distribution function to represent orbital decay, since altitude decreases gradually
at first but accelerates exponentially with elapsed time, a behavior well captured by the flexible shape of the Weibull form.
The trajectory from initial release to atmospheric re-entry was modeled with high fidelity (coefficient of determination R? =
0.99). Furthermore, the parameters of the Weibull function were estimated using a Gaussian Process Regression model with
explanatory variables including solar activity (F10.7 index), release altitude, and a normalized solar cycle phase, thereby con-
structing a trained predictive model of the orbital lifetime function based on solar activity. The regression enabled accurate
reconstruction of the orbital lifetime function, with a coefficient of determination R? >0.8.

The derived predictive function enables orbital lifetime estimation across solar cycle phases, with an error of 0.5 — 2
months relative to observed lifetimes. A distinctive contribution of this study is the application of a Weibull-based model,
adapted from reliability engineering, which naturally captures the accelerated, non-linear decay of orbital altitude with only
two interpretable parameters. Furthermore, the introduction of a normalized solar cycle phase as an explanatory variable ex-
tends predictive capability beyond conventional activity indices by enabling the model to implicitly capture phase-dependent
solar wind structures.
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Application of Symbolic Regression to Solar-Terrestrial Physics Data
#Masahito Nose'), Satoshi Oyama'), Ryoichi KOGAY)
(1Graduate School of Data Science, Nagoya City University

In solar-terrestrial physics, advances in observational instrument performance, multi-point observations, high temporal res-
olution, and increased storage capacity have led to the continuous production of vast datasets that are difficult to process by
human effort alone. Traditionally, researchers have plotted observational data and applied statistical analyses to elucidate
the properties of various electromagnetic phenomena in space, identify controlling parameters, and formulate relationships
among physical quantities. However, with the exponential growth of data volume, it has become increasingly difficult to
handle this information purely through manual analysis.

In information science and deep learning, a method known as ’symbolic regression” has been developed to automati-
cally derive mathematical models from data without incorporating human biases, relying on domain-specific knowledge, or
pre-specifying functional forms. Proposed approaches include genetic algorithms, discovery of modular structure via neural
networks, and hybrid frameworks that combine symbolic-regression and inference modules. Nevertheless, there are very few
reports of applying these state-of-the-art techniques to real, large-scale observational datasets.

In this study, we focus on solar wind-magnetosphere coupling functions formulated in solar-terrestrial physics and investi-
gate how these expressions—and related relationships among physical variables—are re-evaluated using symbolic regression.
Among the many methods proposed (e.g., Eureqa, PySR, Al Feynman, Al-Descartes, and PhySO [ ®-SO]), we adopt PhySO,
which offers publicly available code and demonstrated robustness to noise. On synthetic test data generated from theoretical
equations, symbolic regression recovers the underlying formulae with high accuracy. Even when Gaussian artificial noise is
added, and when working with OMNI data that include rounding errors, the estimates remain comparatively robust.

Because solar-terrestrial physics datasets almost invariably contain noise, symbolic regression may provide an effective tool
for uncovering hidden governing equations. In this talk, drawing on concrete application examples, we discuss the potential
of symbolic-regression methods to advance research in solar-terrestrial physics.
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Explainable machine learning of the dark count observed by an Earth-orbiting

UV telescope
#Ryoichi Koga®, Satoshi Oyama'), Masahito Nose'), Kazuo Yoshioka?)
(1Nagoya City University, (*The University of Tokyo

Many satellites orbit the Earth in low Earth orbit (LEO) for purposes such as Earth weather and astronomical observation,
but radiation affecting their electronic circuits and optical components causes malfunctions, which is a major problem. Clari-
fying the causes of sudden temporal variations in the inner belt of Earth radiation will contribute to solving this problem. We
used data from the “Hisaki” space telescope, launched in September 2013, which continuously observed the solar system for
10 years, to detect signals from the Earth’s radiation belt. The orbital altitude is 950 km at perigee and 1,150 km at apogee,
with an orbital inclination of 30° relative to the equator, corresponding to Mcllwain’s L-values of 1.1 - 2.1. Many scientific
satellites observing radiation belts orbit in highly eccentric elliptical orbits, so there are few satellites besides Hisaki that can
continuously observe the inner belt bottom. Hisaki’s extreme ultraviolet spectrograph, EXCEED, consists of a 20 cm off-axis
parabolic mirror, a diffraction grating, and a micro-channel plate (MCP) detector. The spectral region on the MCP is limited
to the center, and dark counts in other regions can be used as a monitor of Earth radiation.

Data analysis revealed several sudden increases in dark count rates equivalent to 2-5 times the normal rate. To prioritize
explainability, the dark count time series was divided into two training data sets and one test data set, and machine learning
was performed using the following two-stage linear multiple regression. First, the satellite’s geographical parameters were
used as explanatory variables to separate periodic and sudden fluctuations, and the results were applied to the test data. Next,
after subtracting the model obtained from the above machine learning from the other training data and test data, we trained
using data from GOES satellites in geostationary orbit (X-rays, magnetometer, protons, electrons) and the SYM-H index,
as well as time-delayed data, as explanatory variables, and applied it to the test data. As a result, we were able to detect
three fluctuations: the time period when the sudden phenomenon occurred in September 2017 and the one and two days prior
to it. Based on conventional knowledge, it is natural to assume that the cause of this phenomenon is that extreme coronal
mass ejections temporarily allow some high-energy particles to penetrate into the inner belt. However, according to SHapley
Additive exPlanations (SHAP) analysis on each data point, we found that the X-ray explanatory variable without time delay
contributed to the fluctuations two days before the sudden phenomenon. This result was unexpected, and it was found that
X-rays may directly affect satellite detectors within a few tens of minutes after a solar flare occurs.
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Data Systems of JAXA’s Earth Observation Satellites and their Evolution

#Misako Kachi®), Takuji Kubota), Hideyuki Muramatsu?, Yosuke Ikehata®), Shinichi Sobue?)

(1Japan Aerospace Exploration Agency, Earth Observation Research Center, (?Japan Aerospace Exploration Agency, Satellite
Applications and Operations Center

The most of Earth observation satellite data in 1970s and 1980s is printed images. There are big changes in contents of
data systems, users, and utilization methods of satellite observation data, from “using images” to “using analyzed variables
and information”. We will introduce some specific points in transition of data systems of Earth observation satellites during
recent forty years and future evolution.

The first point is long-term operation of satellite missions and increasing data amount. Since satellite data has relatively
large data amounts due to its wide coverage and constantly increasing data. Recent evolution of sensor capabilities (spatial
resolution and coverage) and satellite communication capabilities has resulted in largely increased number of data files and
volumes. Because of those increasing amounts of data, next JAXA’s Earth observation satellite data distribution system,
called G-Portal, is planning to transfer to the internet Cloud system.

Second point is change of requirements in data latency. After 2000s, operational utilization in the areas of numerical
weather prediction and fishery has expanded and requirements in data distribution if near-real-time basis have been increased.
Along with evolution of the internet, almost all the satellite data can be downloaded via online. For the GCOM-W satellite
launched in 2012, near-real-time data distribution system has been developed to provide data within 3-hour after observation,
and operational utilization of GCOM-W data widely expanded worldwide.

Third point is evolution in data visibility and usability. Development of data search system among space agencies has
been developed procedures and rules under the Committee of Earth Observation Satellite (CEOS), and JAXA satellite data
is searchable via the International Directory Network (IDN) under the CEOS. DOI for JAXA Earth observation satellite
products are created. Data format of satellite data is supposed to be one of reason to prevent satellite data utilization by entry
users. Recent activities in providing the Web API tool of satellite data that enables visualization by users without considering
data format, will expand range of data users to private sectors and researchers who have not use satellite.

Lastly, activities of the Open Source Science (OSS) to promote open sharing not only paper and data but also processing
software including source code is activated in Europe and the United States. In JAXA, we have investigated response to
OSS in the area of Earth Observations in Japanese Fiscal Year of 2023-2024. Way toward OSS cannot be avoided in near
future considering international situation but understanding of OSS and distinguish of its advantage and disadvantages are
not enough in Japanese government and remote sensing community. Therefore, we plan to start OSS step by step, staring
from the area where there is large advantage in Japanese academic, business, and governmental communities. For future
expansion of OSS and receive its full advantage, we should consider development of environment in hardware and software,
and creating community.
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Database for scanned daily plots of Toyokawa Radio Polarimeters and estimation
of the size of past large solar flares

#Satoshi Masuda'), Keitarou Matsumoto®), Masumi Shimojo®), Hisashi Hayakawa®)
(INagoya University, (?New Jersey Institute of Technology, (*National Astronomical Observatory of Japan

We conducted a project to scan microfilm images of time-series plots of solar radio wave (1, 2, 3.75, and 9.4 GHz)
intensity and polarization observed at the Nagoya University Atmospherics Research Institute (now the Institute for Space-
Earth Environmental Research) in Toyokawa in 1958-1978 and to preserve and publicly display them as a digital image
database. The digitization process was completed, resulting in about 57,000 image files and about 35 GB of data. Since
the data and associated metadata were organized, we created a database with DOI and made it available to the community
(DOI:10.34515/DATA.TORP-00000).

Estimating the magnitude of past large solar flares that occurred before the 1980s, when solar X-ray monitoring by the
GOES satellite was not yet available, will provide important information for understanding past space weather events such
as geomagnetic storms and GLEs. It is known that there is a correlation between the 17 GHz peak flux and the GOES soft
X-ray peak flux. Here, we examine whether this correlation also holds for low-frequency microwave data. Considering the
spectrum of gyrosynchrotron radiation from accelerated electrons in solar flares, 9.4 GHz is expected to observe the most
optically thin microwave radiation among the four frequencies observed by Toyokawa Radio Polarimeters (ToRP). Therefore,
we first examined the correlation between the 9.4 GHz peak flux and the GOES X-ray peak flux. The flare events used were
approximately 600 events observed at 9.4 GHz by the Toyokawa-Nobeyama Intensity Polarimeter from 1990 to 2014, during
which GOES soft X-ray observations were active. A correlation coefficient of approximately 0.7 was obtained, demonstrating
that it is possible to estimate the GOES X-ray class from the 9.4 GHz peak flux.

Thus, for the first time, we quantitatively estimated the light curves of two large solar flares observed in 1956 February by
the ToRP using this relationship (Matsumoto et al., PASJ, 2023). The second flare resulted in the GLE with the greatest flux
and the hardest spectrum in the observational history.
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Current status and challenges for data utilization at Kakioka Magnetic Observa-
tory

#Seiki Asari'), Shingo Nagamachi'), Kenji Morinaga®)

(1Kakioka Magnetic Observatory, Japan Meteorological Agency

Kakioka Magnetic Observatory has acquired continuous magnetic data on the Earth’s electromagnetic field in Japan
for over a century. Since 2013, it has been publishing definitive data and catalogued information on its own repository
(https://www.kakioka-jma.go.jp/obsdata/metadata/en/products). These data are widely recognized for their high quality and
have met the needs of various research fields in SGEPSS. In recent years, we have been working to promote the digital
utilization of historical observation data and their meta-information, as well as to improve their real-time distribution system.
Progress and results have already been reported on several occasions (Asari et al. 2021, Asari and Nagamachi 2022).

This presentation will introduce the status of the following two points.

(1) Data utilization status

We will report on the results of a survey of the number of citations using DOI for the 73 datasets registered at our observa-
tory in January 2022. In particular, we will present the current situation where the number of citations has been stagnant over
the past three years (e.g., the number of citations for Kakioka geomagnetic 1-second value 10.48682/186bd.58000 searched
on Google Scholar is only three) as an issue and discuss ways to promote future utilization.

(2) Attempts at automating the data processing (under the support by ROIS-DS-JOINT programs 052RP2023 and
043RP2025)

With the increasing need for immediate information on geomagnetic disturbances, we will report on our efforts to extract
short-period geomagnetic phenomena in near real time. In particular, we will discuss preliminary survey results on the
development of machine learning models for reading K-index values and detecting geomagnetic storms (and extracting their
parameters), as well as the issues that have emerged from these efforts. The determination of geomagnetic storms requires
the skilled experience and reading techniques of observatory staff, and at present, there are no reports of effective model
development in other countries. This is due to the low frequency of occurrence of the phenomenon and the lack of data
necessary for learning. In the future, overcoming this data shortage will be an important research issue.
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Development of an integrated data archive for the BepiColombo/MMO satellite
#Tomoaki Hori'), Yoshizumi MIYOSHI?), Chaewoo JUN®), Atsuki SHINBORI?), Naritoshi KITAMURA?), Kazuhiro
YAMAMOTO®, Shota CHIBA?), Tomonori Segawa®, Shoya MATSUDA®, Shin-ya MURAKAMI"), Sae AIZAWA®),
Yuki HARADA?), Tku SHINOHARA™), Kazushi ASAMURA”), Go MURAKAMI?), Takuya HARA'?)

(Unstitute for Space-Earth Environmental Research, Nagoya University, (?Nagoya University, (®*Nagoya University,
(Institute for Space-Earth Environmental Research, Nagoya University, (®Technical Center of Nagoya University,
(6Kanazawa University, ("Japan Aerospace Exploration Agency, SLPP, CNRS, (®Kyoto University, (!*University of
California, Berkeley

The Center for Heliospheric Science (CHS), operated by the Institute for Space-Earth Environmental Research (ISEE)
of Nagoya University, Japan Aerospace Exploration Agency (JAXA), and the National Astronomical Observatory of Japan
(NAQJ), has been developing a science data archive for the Mercury Magnetospheric Orbiter (MMO, also known as Mio)
spacecraft of the BepiColombo mission. The BepiColombo mission largely consists of two phases: the cruise phase and the
Mercury phase. During the former phase since its launch in 2018, the spacecraft has been traveling on its way to Mercury.
Some scientific instruments onboard made observations mainly during the flybys around Earth, Venus, and Mercury, although
they have significant limitations in their fields of view and sensitivities. After the final orbit insertion around Mercury at the
end of 2026, the Mercury phase is going to start with fully deployed and functional instruments. In terms of scientific data
archive, during the cruise phase, several data products from instruments operated for limited periods are released primarily
to the project members as Level-2pre data, In the meantime, we also work on development and preparation for the full set of
Level-2 data products that will be routinely generated and made available to the public with some latency once the Mercury
phase gets under way. One of the biggest challenges for us is to build a data archive that is compliant with the standards
of National Aeronautics and Space Administration (NASA) Planetary Data System version 4 (PDS4). In addition to the
PDS archive, we plan to develop and maintain another, rather conventional data archive in parallel that can be accessed by
data users through the space physics environment data analysis system (SPEDAS). We therefore need special consideration
in developing both data files and archives to allow us to ingest data files and metadata into both archives as efficiently and
automatically as possible so that the data archives can be maintained with the least manual effort. This year, we have made
the first release of a level-2pre product containing Solar Particle Monitor (SPM) data. More Level-2pre data products are
currently in preparation, to be out later in this fiscal year 2025. We have also developed an experimental version of PDS
labels (metadata required in a PDS archive) and their generation pipeline for Level-2 data products. In the presentation, we
describe the latest status of our development and data release, and discuss their future perspective as well as some lessons
learned obtained from our trial and error.
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Latest status of the data management of the SuperDARN network (2025)
#Nozomu Nishitani®), Akira Sessai YUKIMATU?), Tomoaki HORI®)

(Unstitute for Space-Earth Environmental Research, Nagoya University, ?ROIS, GlInstitute for Space-Earth Environmental
Research, Nagoya University

The Super Dual Auroral Radar Network (SuperDARN) is a network of high-frequency (HF) radars located in the high- and
mid-latitude regions of both hemispheres, operated under an international collaboration involving more than 10 countries. The
radar network has been utilized to investigate the dynamics of the ionosphere and upper atmosphere on a global scale, with a
temporal resolution of at least 1 to 2 minutes. Currently, there are a total of more than 35 SuperDARN radars, with additional
radars planned. One of the key topics related to the SuperDARN data distribution is the management of multichannel data
from the Borealis and equivalent imaging systems, which will produce data 10 to 20 times larger than that from traditional
SuperDARN radars. This topic, along with other related topics, will be introduced to discuss the current status and future
perspectives of data management within the SuperDARN network.
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Development Status of an Online Integrated Research Platform for Large-Scale
Data Analysis of EISCAT_3D

#Taishi Hashimoto®, Yasunobu OGAWAY) | Mizuki FUKIZAWADY, Takanori NISHIYAMAY
(INational Institute of Polar Research

EISCAT_3D, a distributed incoherent scatter radar system under construction in Sweden, Norway, and Finland, is expected
to generate about 2 petabytes of observational data annually. As part of an international effort, Japan aims to serve as
an official backup repository and provide value-added data products to promote research with EISCAT_3D. Achieving these
goals requires an integrated online research platform that can efficiently host large-scale data, provide seamless access, convert
data into user-specified formats, and visualize volumetric data effectively.

To address these needs, the Advanced Radar Research Promotion Center is developing an integrated research infrastructure
named the Advanced Radar Research Platform (ARRP), which integrates the following services; Keycloak for single sign-on
authentication, JupyterHub as an online analysis environment directly connected to EISCAT_3D data, dCache as a large-scale
distributed storage system, GitLab for sharing software, documents, and knowledge, and Nextcloud as a cloud storage service
for daily research activities, along with various supporting services.

In this presentation, we will report on the current development status of ARRP and discuss future perspectives.
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COMPASS: An IIIF-based Portal for Over 1.3 Million Historical Magnetogram
Records

#Shun IMAJOY), Ayako MATSUOKAY, Hiroaki TOHY), Tsubasa KOTANIY), Toshihiko [YEMORI?), Masahito NOSE®),
Hisashi HAYAKAWA®), Yoko ODAGI")

(IKyoto University, (?Kyoto University, (®Nagoya City University, (“Institute for Space — Earth Environmental Research,
Nagoya Univerisity

Historical magnetograms are vitally important for research for space weather, space climate, and geomagnetism. However,
these invaluable records have rarely been published in searchable or viewable formats, posing a significant barrier for the
scientific community in terms of their accessibility. To overcome this difficulty, we developed COMPASS (Comprehensive
Magnetogram Portal and Archive Service System), a web portal leveraging the International Image Interoperability Frame-
work (IIIF) for unified discovery and interactive visualization of digital magnetogram images. The IIIF image server and
manifests in our system allow researchers to search, download, and compare over 1.3 million high-resolution images from
our archive—representing over 100 years of data from more than 100 observatories—on a single and interactive screen. The
adoption of the IIIF standard transforms this vast dataset into a powerful, interoperable resource, significantly enhancing
its utility for the research community. This framework is expected to accelerate cross-disciplinary collaborative studies on
historical geomagnetic variability.
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#Asanobu Kitamoto?)
(INational Institute of Informatics

The FAIR principles represent a concept aimed at accelerating the circulation of knowledge through data publication
platforms (repositories) that are Findable, Accessible, Interoperable, and Reusable. While constructing data in accordance
with FAIR principles has become common practice in many fields, this requires tasks such as properly assigning identifiers
and metadata to make data Findable. Such work has often been given low priority and postponed, but in recent years it has
increasingly been undertaken as a matter of course. What powerfully reinforces this trend is generative Al. This presentation
examines how generative Al can be utilized in data publication platforms and how it can thereby promote FAIR principles.
For example, the Mahalo Button (https://mahalo.ex.nii.ac.jp/) that we are developing is an attempt to reuse usage examples
from papers with generative Al in order to enhance data reusability. While introducing such initiatives, we will also discuss
the new possibilities that emerge through the utilization of generative Al

FAIR Il ¥ 1%, Findable, Accessible. Interoperable. Reusable 725 — X /ABHEAE (VARY ~ V) Z@EL T, FOER
EIMET 2 2HETEZTTH S, FAIR FRNICEDE TT—XEMET 2 32 OH T RN R->TE
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Future perspective of scholarly information objects connected to research data
#Yasuhiro Murayama®-%), Miyairi Nobuko?34)

(1Research and Development Laboratory, Kyoto University Library, Kyoto University, (?Scholarly information consultant,
(3NICT Knowledge Hub, National Institute of Information and Communications Technology, (*Institute of Science Tokyo

In the scientific research system, there are various scholarly information objects, including research data, papers, analysis
software, and physical samples; furthermore, within the research process itself, various information such as researchers,
affiliated institutions, projects, and research budgets are interconnected, forming the overall academic system and processes.
Persistent Identifiers (PIDs) are designed to sustainably refer to such digital resources and can, together with machine-
readable metadata as important as the IDs themselves, indicate the interrelationships of all the aforementioned research-
related information. PIDs are discussed as enablers of automatic referencing between systems, reduce the input burden for
researchers and institutions, enhance the visibility of research achivements and others, facilitate machine-readable integration
(including with AI). So that it is expected to enable more enhanced accessibility to, and trustworthy evaluation and analysis
of, various research outcomes and research-related information. Thereby significantly transforming is expected of the modes
of scholarly information utilization and circulation. Similar to the early stages of Open Science’s progress in past, these
discussions on the benefits are not yet widely known necessarily in the research community. However, it would be desirable
for science communities in Japan to discuss about possiblity and understanding of such future concepts in parallel to the
international activity, which are advancing in the international expert community.
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Report of WDS Asa-Oceania Conference 2025
#Takashi Watanabe!)
(INational Institute of Information and Communications Technology

The World Data System (WDS) in the Asia-Oceania (A&O) region plays an important role in multi-disciplinary data
collection, storage, management, mining, stewardship, and even knowledge discovery in the world. WDS-led international
conferences on the data-related activities in the A&O region were held in 2017, 2019, 2020 (online), and 2023. The WDS
China Group, the WDS community of Japan, and other stakeholders in A&O region are dedicated to establishing an open-
data network in the A&O region through collaboration. This event will be held in the autumn of 2025, organized by the WDS
China Group, hosted by the Institute of Geographical Science and Natural Resources Research (IGSNRR), Chinese Academy
of Sciences (CAS), and the Institute of Tibetan Plateau Research (ITP),
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Humanosphere Database in RISH, Kyoto University

#Hiroyuki Hashiguchi'), Tomoya Imai'), Mamoru YAMAMOTO?

(IResearch Institute for Sustainable Humanosphere (RISH), Kyoto University, (?Research Institute for Sustainable Hu-
manosphere (RISH), Kyoto University

The database for the humanosphere consists of two types of data accumulated from research at RISH, Kyoto University.
One is the collection of wood samples and wood microscopic sections placed in the xylarium; the other is the collection of
digital data related to the humanosphere, including the terrestrial human habitat, the forest-sphere, the atmosphere, and outer
space. These electronic data are open to the public via the Internet. To integrate information on wood samples and digital
data for the public we have established the “Virtual Field for the Humanosphere” in the xylarium. RISH has been a regular
member of ISC-WDS (World Data System) since 2016. This article focuses on the database based on atmospheric radar
observations.

The MU radar, located at Shigaraki, Japan, is a largescale VHF radar for observing tropospheric and lower stratospheric
(2-25 km), mesospheric (60-90 km), and ionospheric atmosphere. The features of the MU radar are the ability to change
the radar beam direction 2,500 times per second by individually controlling 475 solid-state transceiver modules attached to
each antenna element. It can also be divided to 25 independent subarrays. Even now, about 40 years after its development, it
continues to be used as one of the world’s most sophisticated large-scale atmospheric radars. Observation data obtained by
the MU radar is open to the public immediately after observation for standard observation data conducted by RISH, and after
one year has passed for other observation data. The primary processed standard observation data is open to the public on the
web (http://database.rish.kyoto-u.ac.jp/index-e.html) as the "Humanosphere Database.”

The Equatorial Atmosphere Radar (EAR) is a largescale Doppler radar for atmospheric observation at the equator in West
Sumatra in the Republic of Indonesia. The EAR has a circular antenna array of approximately 110 m in diameter, consisting
of 560 three-element Yagis. It is an active phased array system with each Yagi driven by a solid-state transceiver module. Its
total output power is 100 kW, and this system configuration makes it possible to direct the antenna beam electronically up
to 5,000 times per second. The EAR transmits an intense radio wave of 47 MHz into the sky, and receives extremely weak
echoes scattered back by atmospheric turbulence. It can observe winds and turbulence in the altitude range from 1.5 km to
20 km (troposphere and lower-stratosphere). It can also observe echoes from ionospheric irregularities at heights more than
90 km. The EAR is operated in close collaboration with the Indonesian National Research and Innovation Agency (BRIN)
(formerly the National Institute for Aeronautics and Space (LAPAN)). The EAR has been continuously operated in the tropo-
spheric and lower-stratospheric standard observation mode (TR mode) and ionospheric FAI standard observation mode (FAI
mode) except for special observation or maintenance periods. As with the MU radar, the 10-minute average data of the EAR
standard observations are published on the website.

The publicly available web data from the MU radar and the EAR can also be accessed through the IUGONET (Inter-
university Upper atmosphere Global Observation NETwork) project (http://www.iugonet.org/en/). IUGONET has developed
a metadata database and also the data analysis software SPEDAS/UDAS and M-UDAS, which are widely used by researchers
overseas.
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Overview and Future Directions of World Data Center for Ionosphere and Space
Weather

#Hidekatsu Jin"), Chihiro TAOY, Takuya TSUGAWA"), Mamoru ISHIIT"-?)

(INational Institute of Information and Communications Technology, (Institute for Space-Earth Environmental Research,
Nagoya University

During International Geophysical Year (IGY, 1957 — 1958), International Council for Science (ICSU) proposed the es-
tablishment of the World Data Center (WDC) to promote the distribution and utilization of observational data. Radio Re-
search Laboratory (now NICT) participated as WDC for Ionosphere, primarily providing ionospheric data obtained through
ionosonde observations.

Later, with the launch of the World Data System (WDS) in 2008, it became necessary to become a WDS member and sign
a Memorandum of Understanding (MOU) in order to preserve and provide data under the ICSU-WDS framework. Since
2013, NICT has signed an MOU with WDS and has been operating as World Data Center for [onosphere and Space Weather
(WDC-ISW), preserving and publishing not only ionospheric observation data but also data related to space weather.

In recent years, the environment surrounding data has been rapidly evolving, and in order to ensure that reliable data can be
widely utilized not only within its specific field but also across disciplines, it has become essential to develop well-structured
data and repositories. As part of the requirements for WDS membership, CoreTrustSeal certification has been introduced.
This certification not only guarantees the integrity, authenticity, and reusability of the data provided, but also includes criteria
related to the long-term maintenance of data quality, organizational resources, and operational plans. WDC-ISW has been
responding to these changes. For example, ionosonde observations conducted in Japan have been assigned SPASE metadata,
which is a standard in space science, and have also been registered with DOIs. Furthermore, a DOI registration system has
been developed to enable similar treatment for other datasets, and DOIs have been assigned to ionosonde data from Antarctica
and to computational data from atmospheric and ionospheric model.

This presentation will report on the current status and future plans of WDC-ISW in light of these developments.
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Deep learning modeling based on the feature compression in solar atmospheric
observation

#Yusuke Tida"), Jargalmaa BATMUNKHY), Kousuke Asatsuma'), Tomoki Kubo®), Ryuken Uda®)

(INiigata University

In recent years, modeling and data analysis based on the deep learning are remarkable developing and they have a great
impact on many scientific fields. In this presentation, we will introduce our modeling of solar flare prediction using deep
learning in solar atmospheric observation, as well as data analysis methods of solar polarization spectra. In the solar flare
prediction, the high noise level of the observational data and the limited amount of flare occurrence due to the extreme
nature of the solar flare pose significant challenges for deep learning modeling. To address these issues, we employed deep
learning-based feature compression methods and step-by-step learning of the model construction. We trained the CNN part
of the CNN-LSTM model as an Auto-Encoder structure, and the step-by-step learning involved training in three steps: Auto-
Encoder part, LSTM part, and the whole of the model. Additionally, we added a weight map based on the distance from
the magnetic neutral line to the input data of the model. These improvements enabled us to achieve a very high prediction
accuracy of 0.928 in True Skill Statistics (TSS). On the other hand, polarized spectral data is acquired mainly by the solar
observation satellite Hinode, but analyzing the spectrum data by rule-based analysis is difficult due to its high dimensionality
and high noise level, so data based on physical assumptions and magnetic field inversion is used. In contrast, by analyzing
the spectral data using anomaly detection with deep learning, the abnormal spectral shapes are found, which had not been
imagined before. These results demonstrate that deep learning itself is relatively robust against data noise, which is contrary
to what is generally believed. We will also introduce numerical experimental results explaining why deep learning exhibits
robustness against data noise at the last part of the presentation.
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A novel reconstruction method of auroral electron flux using neural network
#Yoshimasa Tanaka''?3), Nazar Misyats®®), Satoshi Ikehata®)

(INational Institute of Polar Research, (?Polar Environment Data Science Center, ROIS-DS, (3The Graduate University
for Advanced Studies, SOKENDALI, (4National Institute of Informatics, (5Department of Computer Science, ENS Rennes,
France

The energy distribution of precipitating electrons responsible for auroral emissions provides crucial information for iden-
tifying where in the magnetosphere the electrons originated and what mechanisms caused their precipitation. The energy
distribution of the precipitating electrons can be obtained by in-situ satellite observations, however, it is difficult for a single
satellite to capture its spatial distribution and temporal evolution. In contrast, three-dimensional (3D) auroral reconstruction
from multiple images taken by ground-based multi-point observations enables us to continuously capture the spatiotemporal
variation of the precipitating electrons’ energy. So far, auroral computed tomography (ACT) method has been developed
and used for 3D auroral reconstruction. Subsequently, we developed more generalized method, called generalized-auroral
computed tomography (G-ACT), which can reconstruct the energy distribution of precipitating electron flux from multi-
instrument data. However, these approaches discretize 3D space into a large number of voxels, so when increasing the spatial
resolution, the number of unknown parameters increases in proportion to the cube of the number of divisions, resulting in
significant computational costs.

Recent advances in machine learning and artificial intelligence (AI) technologies have led to the development of new 3D
reconstruction techniques using multi-view images. For example, Neural Radiance Fields (NeRF) represent radiance and
occupancy of a 3D scene as implicit continuous functions modeled by deep neural networks. This allows high-resolution
3D reconstruction and visualization by simply optimizing the neural network’s weights without consuming large amounts of
memory. Inspired by NeRF, we have developed a novel auroral reconstruction method using neural networks in collaboration
with the National Institute of Informatics. Our neural flux field models the precipitating electron flux via a neural network that
outputs the precipitating energy spectrum from an input position. Then, by incorporating an auroral emission model into the
loss function, we train the network to directly reconstruct the energy distribution of precipitating electron flux that best match
the instrument data. The 3D distribution of auroral emissions can be easily obtained from our model. The reconstruction can
be done efficiently using the GPU to accelerate the training and inference of the neural network. We compared the recon-
struction results returned by our method and G-ACT on numerical simulations, and found that the neural flux reconstruction
is not only faster than G-ACT but also achieves higher accuracy. In this presentation, we will present the details of the neural
flux reconstruction method and discuss its potential future applications, including the EISCAT_3D project.
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Using recurrent neural networks trained by Kalman filter to produce geomagnetic
secular variation/acceleration forecasts

#Sho Sato!), Hiroaki TOHY), Shinya NAKANO?), Vincent Lesur®), Masaki MATSUSHIMA®) | Takuto MINAMI®)

(1Kyot0 University Graduate School of Science, (2The Institute of Statistical Mathematics, Glnstitut de Physique du Globe
de Paris, “Institute of Science Tokyo, (®Kobe University

This study proposes a novel neural network approach for improving short-term predictions of the geomagnetic secular
variation (SV), introducing the EKF-RNN, a recurrent neural network (RNN) trained with an extended Kalman filter (EKF).

Traditional methods based on physical simulations suffer from high computational costs and large prediction errors during
sudden events.

We developed the EKF-RNN model by leveraging past geomagnetic observatory and satellite data. The EKF dynamically
updates the RNN’s weights by incorporating the error covariance of the training data, which mitigates overfitting and enhances
the learning process compared to conventional backpropagation. This approach also allows for the estimation of forecast error
covariances while maintaining high predictive accuracy.

In a five-year hindcast experiment from 2004 to 2014, our EKF-RNN model demonstrated superior performance over
existing data assimilation methods, with forecast errors kept below 85 nT. The training and validation datasets were derived
from the MCM model (Ropp & Lesur, 2023), which is based on geomagnetic snapshots from global magnetic observatory
hourly means and data from the CHAMP and Swarm-A satellites (Ropp et al., 2020). The results also suggest improved
interpretability and robustness compared to earlier machine learning models.

This research highlights the potential of data-driven approaches in geomagnetic modeling and is expected to contribute to
the improved accuracy of future geomagnetic field models.
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Development of an Automatic Detection System for Spacecraft Surface Charging
Using CNNs and Investigation of Plasma Environment
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Spacecraft surface charging is a critical issue in space development. In particular, during missions such as debris removal
and on-orbit servicing, discharges caused by potential differences between a spacecraft and its target can cause severe damage
to systems and instruments. Therefore, clarifying the mechanisms of charging and establishing technologies for its prediction
and detection are strongly required.

Previous studies have indicated that surface charging in low Earth orbit mainly depends on high-energy auroral electrons
and the surrounding ionospheric plasma density. Gussenhoven, (JGR, 1985) defined the following conditions as indicators
of charging: (1) precipitating electron flux (>14 keV) exceeding 108 eV ¢cm-2 s-1 sr-1 V-1, (2) ionospheric plasma density
below 10 * cm-3, and (3) occurrence on the nightside. However, in practice, the conditions for surface charging differ
among studies and have not been consistently defined. For example, some focus solely on auroral electron flux (Meng et al.,
IEEE, 2017; Enengl et al., IEEE, 2023), whereas others emphasize the role of ionospheric plasma density (Anderson, JGR,
2012; Yeh and Gussenhoven, JGR, 1985). Thus, the plasma conditions leading to spacecraft charging at ionospheric altitudes
remain unclear. To deepen our understanding of the charging environment, it is necessary to develop detection techniques
that are independent of fixed threshold conditions, thereby improving both accuracy and coverage.

As an indirect observational method of surface charging, auroral ion sensor data onboard satellites can be used (e.g., An-
derson, JGR, 2012). During charging, a characteristic ion-line structure appears in the energy — time (ET) spectrogram,
formed when ionospheric ions are accelerated by the spacecraft potential and enter the sensor with energies corresponding
to the charging voltage. Although this feature is an effective indicator, previous studies relied heavily on visual inspection,
making statistical detection difficult.

In this study, we developed an automatic detection system for surface charging using a convolutional neural network (CNN)
applied to precipitating ion flux data from the SSJ/5 instrument onboard the DMSP-F16 satellite (altitude 830 km) during
2009 - 2019. First, 1,147 charging events were visually identified based on ion-line structures, and data augmentation was
performed by adding noise. A total of 11,256 charging cases and 12,312 non-charging cases were prepared, with 70% used
for training and 30% for validation. The CNN achieved 99.6% accuracy and = 0.015 loss for both datasets, demonstrating
highly accurate automatic detection of charging events.

Applying the trained model to the full 11-year DMSP-F16 dataset yielded 1,663 charging events. Comparison with de-
tections based on the criteria of Gussenhoven( JGR 1985) showed that 24% of the total events had been overlooked by the
conventional method but were newly detected by our CNN model. Analysis of the detected events revealed that charging was
concentrated between 17:00 and 03:00 magnetic local time, with strong charging (>100 V) frequently occurring in the pre-
midnight sector. Approximately 90% of the events coincided with monoenergetic electron fluxes associated with inverted-V
aurora, indicating consistency between spacecraft charging processes and inverted-V formation. Moreover, the occurrence
frequency increased during solar minimum, in agreement with previous results (Anderson, JGR, 2012).

We further investigated the relationship among charging events, auroral electrons, and ionospheric plasma density using
SSIES data. More than 90% of detected events occurred under densities below 10 * cm-3, consistent with earlier findings
(e.g., Gussenhoven, 1985). According to Enengl et al. (IEEE, 2023), auroral electrons associated with charging typically
exhibit mean energies >4 — 5 keV and integrated energy fluxes >2 X 10" eV cm-2 s-1 sr-1. However, our results indi-
cate that the electron conditions vary depending on plasma density. For charging above 100 V at densities around 10° c¢m-3,
electrons exhibited integrated fluxes > 10 eV em-2 s-1 sr-1 with mean energies near 10 keV. In contrast, at densities near
10> cm-3, charging was triggered by lower fluxes (>3 X 10" eV cm-2 s-1 sr-1) and lower energies (6 — 8 keV). These
findings suggest that ionospheric ion currents play a suppressive role in spacecraft charging.

In conclusion, this study demonstrates that CNN-based automatic detection enables more accurate and comprehensive iden-
tification of surface charging events compared to conventional criteria. Furthermore, by considering both auroral electron flux
characteristics and ionospheric plasma density, our results suggest the potential to redefine spacecraft charging conditions,
including the threshold charging potential itself.
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Root Cause Analysis in Multivariate Time-Series Data Using Granger Causality
#Keita OHMORIY), Akiko FUJIMOTOV), Toshiki SAITOH", Eiji MIYANO")
(IKyushu Institute of Technology

In recent years, the advancement of IoT and observational technologies has led to the accumulation of multivariate time
series data across a wide range of fields, from natural sciences to industry. Estimating causal relationships among variables
from these data and identifying the fundamental factors that drive fluctuations in the target variable are essential for under-
standing phenomena and making informed decisions. In this study, we propose a root cause analysis method based on the
Granger causality test. The Granger causality test is a statistical method that evaluates whether the past values of one time
series can statistically improve the prediction of another time series, thereby determining the presence of a pseudo-causal
relationship between two variables. Our method sequentially searches for variables with significant Granger causality by
tracing backward from the target variable, performs only the necessary tests to construct a Granger causality graph, and ex-
tracts the starting nodes on the causal paths as the root causes. The advantage of this method is that it reduces computational
cost by conducting only the necessary tests sequentially, compared to conventional methods that test causal relationships for
all variable pairs, while still identifying both direct and indirect sources of influence on the target variable. For root cause
analysis, we apply the proposed method to observational data, including solar activity, solar wind parameters, and geomag-
netic variations and evaluate the results in comparison with the existing time-series causal discovery method, PCMCI (Peter
and Clark Momentary Conditional Independence). Using the Dst index, representing geomagnetic storm activity, as the target
variable, and solar activity indicators such as sunspot numbers as explanatory variables, we conduct a root cause analysis.
The results show that the selected parameters and causal structure are consistent with established scientific knowledge, and
that our approach yields a structure more consistent with domain expertise and easier to interpret.
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Development of a Unity-based 3D Visualization Tool for Scientific Satellite Obser-
vation Data
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Plasma wave and plasma particle data observed by scientific satellites are typically multi-dimensional. For instance, in
plasma wave observations, the power spectral density is represented in two dimensions: time and frequency. To analyze spa-
tial distribution, the satellite location must be considered as an additional dimension. For more detailed analysis, the dataset
becomes more complex, as it is essential to examine dependencies on parameters such as season, solar activity, and geo-
magnetic indices. In order to analyze such multi-dimensional datasets effectively, adding several limiting constraints and/or
dimensionality reduction are typically applied. However, it is difficult to visualize the overall picture of plasma wave activity
because it requires many figures.

In this study, we developed a Unity-based visualization software to visualize plasma wave activity in a virtual reality (VR)
environment using data measured by scientific satellites. By using VR goggles, the software enables visualization of spatial
wave activity from any angle and allows interactive modification of analysis conditions, thereby enabling the immediate vi-
sualization of a huge observed dataset.

In this presentation, we introduce the technique for visualizing the spatial distribution of plasma wave electric power spec-
tral density (OFA-SPEC) data measured by the Arase/PWE from 2017 to 2023.
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Interdisciplinary Research Database AMIDER and Related Initiatives for Open
Data
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The AMIDER (Advanced Multidisciplinary Integrated-database for Exploring new Research; https://amider.rois.ac.jp/)
website was released in April 2024 to demonstrate an advanced data-sharing platform targeting non-expertized users inter-
ested in connecting to diverse scientific fields. Diverse scientific data mainly in polar science, including solar-terrestrial
physics data, meteorology data, meteorite samples, and animal specimens, are registered thanks to a collaboration with
Japanese polar science communities. Further expansion of the database beyond polar science is also ongoing. AMIDER is
characterized as an integrated system applicable to different data types, such as physical observation data and specimens,
and a user-friendly web application. Users can grasp diverse research data at a glance through AMIDER’s catalog view,
which was inspired by web marketing and consists of thumbnail images and snippets. Multidisciplinary data curation and
management are also the AMIDER’s uniqueness, where multiple metadata schemas are integrated, and standardized and
self-describing data formats are adopted. Data curation software, such as a metadata handling tool, is developed and released
(https://github.com/AMIDER-dev). More advanced attempts, such as applying natural language processing to metadata, are
also ongoing. In this presentation, we introduce AMIDER’s design, operation status, efforts to expand the dataset, and
advanced developments.
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Preparation of PDS4-compliant SLIM Multiband Camera Data Archive
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The small lunar lander SLIM was launched in 2023 by JAXA arrived near the SHIOLI crater on January 20, 2024, and per-
formed observations by Multiband Camera (MBC). JAXA Lunar and Planetary Exploration Data Analysis group (JLPEDA)
was working for archiving of data acquired by these observations in cooperation with the SLIM MBC team. This archive is
compliant with the international archiving standard PDS4, and will be opened to the public at the JAXA/ISAS’s data distri-
bution system, DARTS. In this presentation, we will explain our preparation of the SLIM MBC archive.

PDS4 is the archiving standard for long-term preservation and utilization of planetary exploration data, which is developed
by NASA Planetary Data System (PDS).

PDS4 is recommended by International Planetary Data Alliance (IPDA) which is made up of people in charge of archiving
planetary exploration data at space agencies in the world, and it has been used not only by NASA, but also by ESA, JAXA,
ISRO, CNSA, and UAE SA.

In the PDS4, data is hierarchically structured and grouped in (basic) product, collection, and bundle.

Collection is a set of (basic) products, and bundle is a set of collections.

A bundle relevant to SLIM MBC data is that SLIM Mission Bundle which stores SLIM’s mission-wide information, SLIM
MBC Bundle which stores SLIM MBC data, and SLIM SPICE Kernel Archive Bundle which stores ancillary data for com-
puting observation geometry.

In the SLIM MBC Bundle, there are six collections divided according to the type of data.

Raw Data Collection, Calibrated Data Collection, Mosaic Collection, Calibration Collection, Document Collection, and
Browse Collection which contains quick look images.

PDS4 requires “label” for each product, which describes metadata and file structure such as offset of data array and length
of header in Extensible Markup Language (XML). Following the procedure developed for the Hayabusa2 and Akatsuki’s
PDS4 bundles, labels are created using the Python’s template engine Jinja to generate label for each product.

In the presentation, we will also introduce the latest status of the archive preparations, and the findings obtained through
the preparation.
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Stochastic Process-Based Modeling of Storm-Induced Orbital Decay with Ma-
chine Learning Prediction
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With the growing utilization of outer space, the safe operation of satellites and the mitigation of space debris have become
critical challenges. Geomagnetic storms, triggered by the interaction between the solar wind and Earth’s magnetosphere,
cause a rapid increase in upper atmospheric density, enhancing atmospheric drag and accelerating orbital decay of satellites
and debris. The mass deorbiting of Starlink satellites in 2022 highlighted that storm-induced altitude loss can directly shorten
satellite lifetimes and lead to loss of control.

This study aims to quantitatively evaluate storm-induced orbital decay of satellites and debris within a stochastic process
framework. We define the “cumulative altitude loss™ as the total decrease in orbital altitude from the onset of a storm up to n
days, and statistically characterize its probability distribution across altitude-inclination bins. Based on multiple storm events,
the cumulative altitude loss is assumed to follow a normal distribution, from which the mean ( (1) and standard deviation (o)
are derived. Furthermore, we construct a machine learning model trained on storm-event datasets to predict | and o as
functions of altitude, inclination, elapsed days, and storm parameters. The resulting distributions N( 1, ) are then used to
calculate the probability of exceeding a given threshold of altitude loss, thereby providing a probabilistic risk assessment.

Through this framework, we demonstrate that storm-induced orbital decay can be captured and predicted using a stochas-
tic process-based modeling approach combined with machine learning. The results are expected to serve as a new tool for
optimizing satellite operations and developing risk mitigation strategies for debris collision avoidance under space weather
disturbances.
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Estimation of Equatorial Plasma Bubble Altitudes with Ensemble Learning Mod-
els Incorporating Tweedie Regression

#Yuki Goou'), Hideto Nariai'), Ikumi Yoshino!), Akiko Fujimoto®)

(IKyushu Institute of Technology

This study focuses on equatorial plasma bubbles (EPBs), ionospheric disturbances that may cause communication failures
in satellite communication and navigation systems. These bubbles are depleted regions rising from the bottom side ionosphere
to higher altitudes and extending along geomagnetic field lines, with their extent proportional to the equatorial development
altitude. While typical EPBs reach “500 km, strong solar activity can drive them above 1000 km [Huang et al., 2018]. Esti-
mating their altitude distribution is therefore vital for assessing impacts across low-to-mid latitudes.

This study aims to estimate the maximum development altitude of equatorial plasma bubbles (EPBs) based on space
weather parameters. The proposed approach is formulated as a supervised regression task, where space weather parameters
such as solar activity, geomagnetic activity, and interplanetary magnetic field serve as explanatory variables, and the maxi-
mum EPB development altitude is the target variable. To achieve robust prediction and capture nonlinear relationships, we
employ tree-based ensemble learning models, including Random Forest, Gradient Boosting, and XGBoost. In addition, we
exploit the fact that high-altitude EPBs extend along geomagnetic field lines from the equator to middle and high latitudes,
introducing altitude retrieval as an inverse problem.

In the first experiment, we develop a method to estimate EPB altitudes from ROTI (Rate of TEC Index) derived from
GNSS data. ROTT signatures at middle and high latitudes are projected along geomagnetic field lines to reconstruct equatorial
altitude distributions. A candidate altitude h(t) is identified as the maximum altitude H,,,., (t) when it is at most 3000 km,
with at least two detections within + 10 minutes and variance exceeding 50 km.

In the second experiment, these derived altitudes were used as training labels for machine learning models. Ten geo-
magnetic storm events between 2016 and 2022 were analyzed. XGBoost with a Tweedie regression loss achieved the best
performance, yielding a mean absolute error of 149.7 km and an adjusted R? of 0.58, reflecting the suitability of the Tweedie
distribution for modeling the target variable.

This study demonstrates a new approach for estimating EPB altitudes by integrating GNSS-based inversion with ma-
chine learning. XGBoost with Tweedie regression shows strong potential. Future work will focus on improving prediction
accuracy through model design that incorporates EPB dynamics, by refining the loss function and introducing explanatory
variables that account for seasonal, diurnal, and temporal variability.
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Shape-Preserving Embedding of Coronal Hole Sequences for Predicting Radia-
tion Belt Electron Flux Enhancements

#lori Tamura®), Soichiro Kondo!), Reiri Noguchil), Akiko Fujimotol)

(IKyushu Institute of Technology

Variability of relativistic electron flux in the Earth’s outer radiation belt is closely linked to solar activity. In particular,
high-speed solar wind streams from solar coronal holes frequently drive flux enhancements, which can cause severe impacts
on geostationary satellites. Predicting such enhancements is therefore a key challenge in both satellite operations and space
weather science.

In this work, we introduce a shape-preserving embedding framework that represents coronal hole dynamics in extreme
ultraviolet (EUV) solar images for machine learning — based prediction of >2 MeV electron flux enhancements. The ap-
proach preserves the spatial morphology of coronal holes while reducing data dimensionality, embedding three-dimensional
image sequences into two-dimensional time — vector arrays suitable for lightweight CNN models. We compare two repre-
sentation strategies— presence/absence and occurrence ratio— and show that embedding quality plays a crucial role in classi-
fication performance.

Experiments using NASA’s SDO/AIA 211 A images (2016 — 2018 for training, 2019 for testing) and GOES-15 rela-
tivistic electron flux measurements reveal that the occurrence ratio embedding combined with a shallow CNN achieves the
best results, with the optimal configuration—4 X 4 grid partitioning, 3 X 3 convolutional kernel, and a 72-hour sequence
length—yielding an F1 score of 0.6098. This demonstrates that, when effectively embedded, coronal hole morphology pro-
vides predictive information about outer radiation belt responses.

Our results indicate that shape-preserving embeddings of solar coronal hole structures can provide a computationally
efficient approach for forecasting radiation belt electron flux enhancements. Future work will extend this method to advanced
temporal architectures such as LSTM (Long Short-Term Memory) and Transformer and explore multimodal integration with
additional solar and geospace parameters, aiming to develop a more general and scalable framework.
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Automated FLR Detection and Frequency Extraction from Geomagnetic Spectro-

grams Using Deep Learning and Morphological Processing
#Reiri NOGUCHI), Yuki OBANA?), Iori TAMURA"), Soichiro KONDOUY, Akiko FUIIMOTO"
(IKyushu Institute of Technology, ?*Kyushu University

Field line resonance (FLR) provides key diagnostics of plasmaspheric density but remains difficult to identify reliably in
noisy spectrograms. We propose a novel framework that applies deep learning and morphological image processing to auto-
mate FLR detection and frequency extraction, highlighting the value of data-driven approaches in geospace science.

Our method uses paired spectrograms from amplitude-ratio and phase-difference analyses. An FLR discrimination
model, based on ResNet18 transfer learning, classifies FLR presence in phase-difference spectrograms. Noise is suppressed
with a variance-based filter that retains only low-variance regions, improving resonance visibility. For frequency estimation,
Grad-CAM visualizations of the trained model highlight FLR regions, which are intersected with amplitude-ratio spectro-
grams. Morphological dilation/erosion and differencing along the frequency axis then yield FLR frequencies.

Using 4,987 paired images (80/20 split), the model achieved 0.839 accuracy, 0.875 precision, 0.890 recall, and 0.882
Fl-score. False negatives were minimized, and errors mainly arose from visually ambiguous cases. Frequency detection
showed successful cases, but overall stability remains limited and further refinement is required.

This work introduces an image-based paradigm for FLR analysis, combining computer vision techniques with geophysi-
cal diagnostics. The proposed approach not only supports automated plasmaspheric density estimation but also offers broader
applicability to ionospheric and magnetospheric data, contributing to space environment modeling and forecasting.
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Climatology of Pi2 activity deduced from a machine-learning-based analysis of the
Wp index

#Shinya Nakano'), Ryuho KATAOKA?), Masahito NOSE®)

(IThe Institute of Statistical Mathematics, Research Organization of Information and Systems, (2Qkinawa Institute of Science
and Technology, (*Nagoya City University

We examine the seasonal and universal time (UT) dependence of Pi2 pulsation occurrence rates. Pi2 pulsations are iden-
tified using the Wp index, which represents the wave power of Pi2 pulsations. The results show that the Pi2 occurrence
frequency is strongly dependent on the dipole tilt angle, which is equal to the geomagnetic latitude of the subsolar point.
This means that the diurnal and annual variations of the Pi2 activity are mostly controlled by the so-called equinoctial effect.
We also analyze the relative contribution of the Russell-McPherron effect and axial effect, both of which are attributed to
the seasonal and UT variations of the solar wind observed around the Earth. We employ a machine-learning-based model
trained to predict the Pi2 occurrence rate, and various synthetic data are fed into this model to discriminate the contribu-
tion of the the Russell-McPherron and axial effects from the equinoctial effect. The result shows that the contributions of
Russell-McPherron and axial effects to the Pi2 occurrence rate are minor. Moreover, it is suggested that the solar wind speed
mostly explains the residuals which cannot be explained by the equinoctial effects. The Pi2 occurrence rate also has a UT
dependence independent of the equinocitial effect, where the Pi2 activity tends to be depressed around 0-7 UT for all seasons.
This UT variation perhaps corresponds to that observed in the AE index, although it is possibly due to the a non-uniform
distribution of geomagnetic observatories used for obtaining the Wp index.
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